
Research internship: Analyzing Random
Forests from a theoretical perspective

1 Introduction

Tree-based methods, and random forests (RF) in particular [3], are state-of-
the-art methods to handle classification and regression tasks with tabular data.
Even if RF exist for more than two decades, several of their key features remain
to be understood. Such methods are based on the following elements - tree ag-
gregation, sampling mechanisms (bootstrap), feature selection and small-sample
statistics - making theoretical analyses notoriously difficult.

First axis - understanding the role of the hyperparameter max-features
Among all RF hyperparameters, the number of directions eligible for splitting
is the more difficult to tune. Modifying it can drastically change RF perfor-
mances. Besides, only few results (excess risk upper bounds mostly) depend on
thys hyperparameter, thus creating some uncertainty about its role on predic-
tive performances. Recently, [4, 5] advocate that adding noisy features leads to
model regularization in RF models. However their analysis was very generic.
We aim at taking a step further by deriving finite-sample bounds to show that
the regularization phenomenon occurs precisely for RF models. The regular-
ization strength depends on the hyperparameter max-features, which could in
turn provide guidance about how to choose/tune this hyperparameter.

Second axis - Variable importance Variable importances are often used
to assess the role of an input variable on predicting the output. Two variable
importances exist for RF: the Mean Decrease in Impurity (MDI) and the Mean
Decrease in Accuracy (MDA). Recently, it has been shown that none of these
measures are relevant to perform variable selections [see, e.g., 2, 6]. Other
measures like Sobol-MDA [2, 1] have been proposed and their consistency has
been established. In practice, one could be interested in testing whether a
variable importance is null, which requires developping tailored tests. One can
draw inspiration from the work of [7]. Besides, most data sets contain missing
data which may modify the variable importance measure. Analyzing how these
measures are impacted by different missingness types would be very useful for
practitionners.
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The choice between the axes will be discussed with the successful candidate.
For each axis, the subject combines two aspects of a scientific work: on the one
hand, a more methodological development could lead to efficient algorithms;
on the other hand, a more thorough theoretical study of this issue will allow
establishing nice statistical results. Both aspects are important, and can be
modulated according to the candidate’s affinities.

Supervisors : Claire Boyer (LMO, Université Paris-Saclay), Rafaël Pinot
(LPSM, Sorbonne Université), Erwan Scornet (LPSM, Sorbonne Université)

Required skills: M1 or M2 level trainee in statistics/machine learning. Ap-
plicants should send CV, transcripts of the last two years and the name of a
referee to

• claire.boyer@sorbonne-universite.fr

• rafael.pinot@sorbonne-universite.fr

• erwan.scornet@polytechnique.edu

Practical information: the internship will take place at LPSM (Sorbonne
Université) in the statistical team. This is a 6-month internship that can start
at the beginning of April. This internship can be followed by a PhD thesis.
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